(partly edited) Google Translation from: Kester, L. (2012, March). Effectief leren van multimedia [Effective learning from multimedia]. Keynote presented at a miniconference Learning Sciences of the Open University of the Netherlands, Eindhoven, the Netherlands. 

Quality criteria for audiovisual learning resources

Teachers often add (AudioVisual) AV sources to make their classes more attractive or more fun. However, AV sources can also be an effective learning tool provided they are of sufficient quality

When does such an AV source have high quality?
AV high quality sources are tailored to the operation of memory. This means
that a high quality AV source:
 attracts, directs and holds attention, enabling a learner to be the most important 
to select information for further processing in the work memory,
 Do not overload work memory so that students get the selected information
Unrestrictedly organize and integrate into existing knowledge and,
 Activates relevant insider knowledge, how to integrate new information into existing facilitates knowledge.

Educational Perspective
The Educational MultiMedia Guide contains ten quality criteria for high quality AV sources. The more quality criteria apply to a particular resource the higher the quality. 

These AV Guidelines are based on insights from cognitive psychological and educational psychological research.

Hereafter the quality criteria discussed relate to attention, work memory and prior knowledge.

Summary

Learning by viewing

Attention
Does the AV source trigger questions?
Research shows that presenting a problem, conflicting information or
surprising information, attracts the attention of students or raises their interest (Hidi & Renninger, 2006). 
The awakening of interest in certain information is conditional for
focused attention and perseverance in the longer term (Hidi & Renninger, 2006) and determines thus the further course of the learning process.

Does the AV source trigger positive emotion?
There are indications that students source AV sources that trigger a positive emotion better remember and understand than neutral AV sources (Um, Plass, Hayward, & Homer, 2012). Also, research shows that they better remember positive messages than negative messages (Rabbit, 2013). Emotion stimulates or, in other words, draws attention. Positive emotions widen the attention so that students get more information
give attention. For negative emotions, the reverse applies (Rabbit, 2013).

Does the AV source indicate what aspects students should focus on?

Students learn better from an AV source in which signaling establishes their attention on the most important aspects of the information of that AV source. Signaling not only helps them learn better (eg Mautone & Mayer, 2001; Tabbers, Martens, & Van Merriënboer, 2004), but also allows them to improve the presented information appreciate (Sung & Mayer, 2012). AV sources with signaling to send attention use arrows, zoom in on relevant details, use voice over for directions to give, vary the sharpness of the image, and so forth. Signaling prevents students searching for important information in the AV source (Boucheix, Lowe, Kemala-Putri, & Groff, 2013).

Do image and sound in the AV source run synchronously?
A summary study (Ginns, 2006) shows that students learn more easily from an integrated display of image and explanatory text (written or
spoken). In the case of image and spoken text, it is key that image and text 
are synchronized. For image and written text, the image and text should be closely related.
Eye movement registration studies show that in case image and text are offered seperately viewers are inclined to ignore the image and process only the text (Johnson & Mayer,2012; Schmidt-Weigand, Kohnert, & Glowalla

Does the AV source use everyday language?
Students remember and understand information in everyday language better than information in formal language (Ginns, Martin, & Marsh, 2013). 
Features of this type of language interaction are: 
the use of the first person (I, me, we) and the second person (that is, you, you, you) instead of the third person (ie, he, they), being the author's viewable
(eg, "I'm trying to learn something about learning in this lesson"), or the use of politeness phrases (eg, "The answer is wrong, you could do the job again" instead of, 'The answer is wrong, please do the job'). 
A direct response form draws attention which increases the interest in the substance (Hidi & Renninger, 2006). Furthermore social speech generally causes social responses. As a result, students are more likely to want to understand what somebody says to them. They therefore process the information better (Mayer, 2005a).

Random access memory
Does the AV source contain redundant information?
A common perception of learning material is to present the same information
in a slightly different way, has no or just a little positive effect on learning: benefit, but it does not harm (for overview see: Sweller, Van Merriënboer, & Paas, 1998).
Different studies prove the opposite (eg Lee & Kalyuga, 2011; Liu, Lin, Tsai, & Easter, 2012; Moussa-Inaty, Ayres, & Sweller,
2012). AV sources whose spoken text is to be understood ideally contain no subtitles and AV sources with Tables with certain information do not contain graphs that present the same information. When an AV source is redundant
Information contained must be students during processing Because of our work memory, the information is behind
from different sources is the same. This is a cognitive demanding
process that is unnecessarily burdensome for our work memory and does not contribute to learning
----------------
Does the AV source contain unnecessary information?
As with AV sources without redundant information, students learn more
from AV sources without unnecessary information or seductive details like
background music or non-essential image fragments (for a meta-analysis see: Rey,
2012). AV sources with an educational purpose present the information as long as possible.
Although more research is needed to address this so-called superfluity principle
To explain, the principle itself is very robust (Rey, 2012). Factors like time pressure during the learn, the kind of seductive details, the cognitive burden caused by the learning material and the domain influence the extent to which the seductive details process information from the AV source through the work memory.

Does the AV source have spoken text only?
Several studies (eg Kühl, Scheiter, Gerjets, & Edelmann, 2011; Leahy, Chandler,
& Sweller, 2003; Schmidt-Weigand et al., 2010) including an overview study
(Ginns, 2005) show that students learn more from image combined with spoken
Then text from image combined with written text. Most AV sources that are free Available, the moving image indeed combines spoken text. A
audiovisual presentation of information utilizes the work memory that exists among others from a channel for processing information entering the ears and a channel for processing information that comes through the eyes is optimal. The working memory capacity can therefore be fully used for learning.

Making additional teaching materials is shifting more and more to choosing from countless AV sources (on the internet).


Is the AV source divided into meaningful parts?
Students remember the information from an AV source better when that AV source is divided into meaningful parts (Mayer, 2005b). Significant parts arise for example by a voiceover that strikes the bridge between different image fragments or through a drop-down menu that allows certain fragments to be selected. Both the Breaks created by dividing the moving images as the hints we can deduce of the meaningful parts are responsible for the effect of divisions (Spanjers, Van Gog, Wouters, & Van Merriënboer, 2012). The breaks prevent an overload of have the working memory when processing the volatile information from the AV source thus a beneficial effect on learning.

Prior knowledge
Does the AV source link to prior knowledge?
If students activate their prior knowledge before they encounter new information, they can process this information better and this leads to the better remember and understand the new information (eg, the Grave, Schmidt, & Boshuizen,2001). For example, AV activating resources allow new information to be preceded by known analogies, examples, or quizzes to, for example, the general characteristics of a phenomenon, the exceptions to the rule or the consequences of a certain action. Prior knowledge activation ensures that relevant knowledge is available in our work memory at the time new related information indicates.
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